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Abstract

This article proposes a heuristic algorithm for near-optimandling of the re-
dundancy in robot mechanisms, applied to a 3D scanningophattonsisting on
a 6-DOF articulated robot arm which moves a laser sensondran workpiece
placed on arotary table. The proposed method handles ladith gbnstraints, like
avoiding joint limits, kinematic singularities or coll@is, modelled using a con
figuration map viewed as a grayscale image, and dynamicreamstlike velocity

and acceleration. The algorithm is compared with Dijkskg@athm, which gives
the optimal solution, but is very slow, and with two other hstics which are very
fast, but give suboptimal solutions.

Key words: motion planning, inverse kinematics, 7-DOF manipulator,
3D laser scanning
PACS:45.40.Ln, 45.40.Bb

1. Introduction

This work is part of a project whose goal is to develop a 3Drlasanner sys-
tem by using a 6-DOF vertical articulated robot arm to moweagulation-based
laser probe around the object of interest, which is placegromary table. The ma-
nipulator has a spherical working envelope with a radiuss®f &@m and the laser
probe is able to measure distances from 70 to 250 millimeti#san accuracy of
30 um. An overview of the scanning system is illustrated in Fig.The robotic
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arm will move around the workpiece being analyzed using adgerpgenerated
adaptive scanning paths, which are computed in real-timkewe scanning sys-
tem is discovering the features of the object. The resuBidgnodel will be used
for reproduction of the scanned parts on a 4-axis CNC milliaginme.
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1) PC — CNC communication (RS232)
2) PC - robot controller communication (TCP/IP)
3) Electrical connection between robot arm and robot controller
4) PC — Laser probe communication (USB)
5) Trigger signal from the laser probe (RS485 Digital 1/0)
6) Robot controller — Rotary table controller communication (Digital /0O and RS232)
7) Electrical connection between rotary table controller and rotary table
mechanical subsystem (DC motor and optical encoder)

Figure 1: Main components of the scanning system

Current solutions for 3D scanning use either straight linéons in Cartesian
space, or simple rotary motions of the device holding thesed object and/or
the laser probe. Moreover, the 3D scanning software dedifiprecoordinate
measuring machines (CMMs) is not optimal for robot arms dusingularity
issues and nonlinear kinematics. The current paper preseiixible planning
solution which uses kinematic redundancy to specify aoldi#i constraints, such
as collision and singularity avoidance, keeping the robofrom its joints limits,
while maintaining a smooth motion of the mechanism.



2. Problem description

The scanning trajectories are defined as motions in a referfeame attached
to the workpiece. Some examples of proposed scanning tinayepatterns are
given in Fig. 2a-d. The trajectories are discretized, i.esadibed by a series of
closely spaced locations (which include position and aaton), and the path be-
tween these locations is approximated by linear interpoiah Cartesian space.
The position change between two discrete steps is execst@dtaaight line mo-
tion. For the orientation change, the rotation matrix befmvivo discrete steps is
represented in axis-angle format, and the linear intetjpolas performed on the
rotation angle, keeping the rotation axis fixed. The diszat¢ibn is only used for
planning the motion of the redundant mechanism, and is lystiéferent from the
time step used in the feedback loop of the robot and rotaig taimtrollers, which
also perform the resampling computations required foofalhg the planned mo-
tion.

The scanning trajectories are generated as sequencesiohsalescribed by
positions and orientations of the laser probe with respetii¢ workpiece. Since
the robot arm has 6 degrees of freedom, this appears to beieuiffin order to
achieve any desired position and orientation. The reasausiag the rotary table
is that the robotic arm alone is not able to look at the pieoenfthe front side
and then from the back side, especially for large workpieEes the trajectories
in Fig. 2 (a) and (b), it is clear that the workpiece has to lateal on the table in
order to complete the motion. For the trajectories in Fig) 26d (d), if the object
is small enough, it will be possible to perform the zig-zathpaithout rotating
the table, but for larger objects, an out-of-range condifar the robot arm will
occur, and that can be avoided by rotating the table.

A straightforward solution is to incorporate the rotaryléatmotion in the scan-
ning trajectory. This solution may be good for simple scagrpatterns like those
presented in Fig. 2, where the solution for the rotary tabtgion is obvious.
However, as one of the aims of this work is to develop autothatiaptive scan-
ning procedures, by discovering the workpiece’s concag®ns which are hard
to reach (Impoco et al. , 2005), the resulting trajectoridsbv more complex.
Also, the generation of adaptive scanning trajectoriesi|an easy task, so it was
decided to make the task of rotary table movement complatgiymated.

The aim of this paper is to present an algorithm that detezs@utomatically a
suitable trajectory for the rotary table, when a scannirt peound the workpiece
is known. Input data for this problem consists of the scagpiaths, which are a
series of locations (positions and orientations), in thekpiece’s reference frame.
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Figure 2: Examples of scanning patterns: (a) spherical,cytindrical; (c) zig-zag; (d) zig-
zag with tilted probe

The scanning system has to move continuously and synchstnihwe rotary table
and the robot arm, such as the laser probe reaches the progdilocations and
take measurements without stopping the system motion.u®d#ta is a sequence
of joint values of the robotic arm and the angle of the rotatyld, which give
the desired location of the laser probe with respect to thekpvece. In other
words, the problem presented here is the inverse kinem@kgsfor a 7-DOF
kinematic chain. In addition, the computed solution hasatiisty the following
requirements:

e minimize the accelerations and limit the speed of the rotabye, since a
smooth motion is required for being able to hold the workgiggthout
additional fixtures

e avoid collisions with any obstacles which may be within thempulator’s
range, or between the manipulator and the rotary table;

o flexible reach of the robotic arm, while avoiding the proxymf singular
configurations which can result in very high joint speeds

3. Problem modelling

3.1. Kinematics model

From a kinematics point of view, the 6-DOF robot arm and tharsotable
are modelled using the Denavit-Hartenberg convention i{§@b al. , 2005), as
shown in Fig. 3 and Table 1. The rotary table may be considixed and the
robotic arm rotating around the workpiece, hence the efféthe 7** degree of
freedom is applied before the other 6 links in the kinematai. The position of
the rotary table relative to robot is modelled therefore lske0, or link R, where
0 is the rotary angle variable.



The location of the laser probe with respect to the workpiscecified as
a homogeneous transformation matrix (HTM), which contaifigrmation about
the Cartesian position and the orientation. The orientatiay be specified in
yaw-pitch-roll angles or axis-angle formats, but it shduédconverted to the HTM
format. The scanning trajectory is specified as a series digj Each matriﬂék)
corresponding to a discrete time step

The location of the laser probe with respect to the manipulbase isT]ff),
which is the product between the DK solution for the 6-DOF ,aamd the tool
transform77-;, which specifies the location of the laser probe with respethé
the robot arm flange, and is computed using a calibrationguha® (Borangiu et
al. , 2009).

T® — T ((9@ . 95{”) Trp 1)

Robot Arm

,,,,,,,,,, Yz,

X; Laser Probe
Zy,

% % Yz  Rotary Table

Figure 3: Kinematics model of the scanning system

Link  a; [mm] d;[mm] «; [deg] 6;[deq]

0O/R  -500 -200 0 Or
1 75 335 -90 01
2 270 0 0 0,
3 -90 0 90 05
4 0 295 -90 04
5 0 0 90 05
6 0 80 0 s

Table 1: Denavit-Hartenberg parameters of the 7-DOF masiman



The location of the rotary table with respect to the robotebaﬁ.?g“) (0%‘“)), which

is a translation indicating the position of the table witlspect to manipulator,
followed rotation around) Z:

e (eg’f)) — T (—ag,0, —do) - Ry (9}’?) 2)

The inverse kinematics (S. R. Buss , 2009) for the 6-DOF maaipuls solved
by its controller unit, and will be namd&:

o1 = IKe (T5% ) 3)

3.2. Problem decomposition
The inverse kinematics of this 7-DOF chain can be decompiosieeb steps:

1. Choose a suitable angle for the rotary table;
2. Solve the inverse kinematics for the 6-DOF arm and theeaadlgbsen at
step 1.

Supposing that at time stép the laser probe has to be placed in the workpiece
reference frame at the Iocatid?f“) , and the anglégf) was chosen, the position
of the laser probe with respect to robot base should be:

0 (o) =0 (o) 780 @

SincelKg usually has a finite number of solutions, and when a robot gordtion
(LEFTY / RIGHTY, ABOVE / BELOW or FLIP / NOFLIP) is selected, a upe
solution can be chosen, and the planning problem would bedbl

0% = 1Ko (T4 (08) - (T2n)™") (5)

Therefore, the 7-DOF planning problem is reduced to themtanof a single
joint value, the rotary table ang&éf) , for all time steps: = 1, n.

3.3. The configuration map

The configuration space for this problem can be representéts discrete
form as an x n image, or map, where:

¢ the line index; corresponds to the rotary andlg:

(1 —  fp=—180°
"l m+1 —  fp= 180°



¢ the column index corresponds to the discrete tirhe= 1, n;

Since the rotary table can rotate continuously, the cordigom map is periodic
on the vertical axis.
The configuration map modedsatic constraintsuch as:

e joint values obtaned b4 should be inside the allowed limits;
e current robot configuration should not be singular;
e the robot arm should not collide with nearby equipment.

The pixel value at locatiofy, j) in the map represents whether the static con-
straints are fulfilled or not, for the rotary table anglg(i) at time step;. For
binary constraints:

M, j) = 1 (white): all constraints are fulfilled (6)
BhJ) = 0 (black): atleast one constraint is not fulfilled

This image will be called théinary configuration magFig. 4). The white (al-
lowed) regions on the map will be naméy,.. , while the black (forbidden)
regions will be denoted as,,,.

Configuration map

Rotary table angle

20 40 60 80 100 120 140 160 180 200
Discrete time (steps)

Figure 4: An example of binary configuration map

The configuration map depends only on the scanning patﬂéfﬁspecified
as inputs for the algorithm, after being discretized intone steps.

Having defined the configuration map, the planning algorittam to find a
trajectory traversing’y,.., from the starting rotary table angle, in the first column,
to any position in the last column. This trajectory will betbne for the rotary
table, and for each point, the corresponding robot posiidound withlKg.



3.4. The graylevel configuration map

As illustrated in S. M. LaValle et al. (2006), a shortest psdtution through
the binary configuration space is likely to touch the bouregaof C,,;. When
this happens, the robot is either near limits of its jointgoworking envelope, or
close to a singular point, or very close a physical obstadhich is not desirable.

In order to obtain a planning algorithm that does not touehidbundaries of
Cqs, but maintains a sufficient distance, one has either to@atify enlargeC;,
or modify the interpretation of the map valuesaf,.. to indicate the proximity
of a forbidden region.

The values of the map if¥,,; remain zero, which means that these are forbid-
den states. The values @,.. will be in the (0, 1] interval, showing that any of
these states are allowed, but also indicating how desiralbhe state. Therefore,
states having higher values are more desirable than stat@ghvalues close to
0.

Therefore, one can construct functions which evaluateti stdbot pose with
respect to a given criteria, with the following values:

f =0: constraint is not fulfilled
f =1: constraintis completely fulfilled
0 < f <1: constraintis partially fulfilled

Considering the joint limits of the robot for a given likit is possible to use
a function which is equal to zero at the joint limits and resgchis maximum value
at the middle of the interval:

) 9k _ elrcnin Vi ] ‘
flzm(ek) =|sm|———— 7 , e;fnln < Qk < e;fnax (7)

max min
Qk - ek

A function which evaluates the entire robot configuratiothwespect to joint
limits criteria, can be constructed by multiplying the widual joint functions:

6
fiim (01.6) = [ ] fuim (61) ®)
k=1

By adjusting the values of the exponenisit is possible to control the shape of
the functions (Fig. 5 a).

For collision avoidance, the geometric model is requirgdef@ry component
(robot links, sensor, rotary table). This model can be irtggbfrom CAD files or



approximated by primitive shapes. For each gaiy) of possibly colliding bod-

ies, it is required to ensure a minimal distantg, while the preferred value for
this distance is3;;. The distance between two bodies is considered the minimum
distance between their surfaces,;, (0. ¢,1,j), and the function for evaluating
the collision criteria for one pair of bodies is (Fig. 5 b):

07 dmm S Aij

dmin ‘9 9 .7 . _Az e
fe(01.6,%,5) = (sin ( (g..ﬁ i.J) : Z)) ;o Ay < dmin < Byj

i — Aij 2
1, Bi; < dpin
9)
For considering all possible paifs j), the evaluation function is:
fo(brs) =] fe (Brs,i.5) (10)
ij

Near kinematic singularities, maintaining a low speed atghd-effector may re-
quire very high velocities in robot joints (Adept , 2007 hgular configurations,
and also their proximity, should be avoided. A possibilgyo use thenanipula-
bility indexproposed by (T. Yoshikawa , 1985) as the distance betweeauthent
robot position and the closest singular configuration:

ds(el...ﬁ) = w(91...6) (11)
The criteria for avoiding proximity of singular configurati is similar to (9):
0, ds < dmin
d. — dmm T Vs )
(0 = in | ———— . — , AT < d, < dmer 12
1, ds, < doe
1 1
/7 yj=0.1 y=05
05 /7 V=02 L y=1 o5
/ yj =05 y=2
yj=1 y=4
0L NT | 0
gmn 0; Gl 0 A B

(a) For avoiding proximity of joint limits (b) For avoiding collisions and singularities

Figure 5: Functions for evaluating static robot positions
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For evaluating a given robot configuration with respect kthel above mentioned
static criteria, one has to multiply the individual funet& obtaining:

fR(el...G) = flim(el...(i) ' fC’(el...G) : fs(gl...ﬁ) (13)

which also takes real values between 0 and 1.
Thegrayscale configuration mapill be represented as a 2D grayscale image,
with pixel values representinfy, from (13), like the example in Fig. 6 (a).

Rotary table angle

20 40 60 80 100 120 140 160 180 200
Discrete time (steps) 180 —

(a) Two-dimensional view (b) Cylindrical view
Figure 6: An example of grayscale configuration map

Since the angle is represented on the vertical axis, andatfle tan rotate
without restrictions, the map can also have a cylindricatesentation, like in
Fig. 6 (b).

The criteria which avoids the proximity of joint limits has@ther desirable
property, illustrated in Fig. 7, which is ensuring a natyal relaxed) joint con-
figuration. In Fig. 7 (a)...(c), the laser sensor has the gaws#ion relative to the
scanned part. The (c) configuration is the most desirabtkitanaximizes (8).

oY e
o i S— \;\;\ — \ .
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. o » 40 e
a4 = 4——
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Figure 7: Robot arm and laser looking at a workpiece fromedéit positions:
(a) Robot is near a "too close” condition (table rotated-ab °)

(b) Robot is near a "too far” condition (table rotated-&t5 °)

(c) Robot is not close to its limits (table rotated-ad0 ).

(@) (b)
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3.5. Performance criteria

This section defines a cost function for evaluating a pathpedged by a plan-
ning algorithm. This function models the criteria presdnte Section 2, which
can be divided into:

e Static criteria, like joint limits, singular configuratisror collision avoid-
ance, specified by the greylevel values in the configuratiap;m

e Dynamic criteria: the speed and acceleration of the rotiet

In this application, there were no explicit speed and acagtsn constraints
for the robot arm itself; excessive speeds of the robotgaiah appear only in the
proximity of kinematic singularities, which are avoidedngsa static constraints;
therefore, speeds and accelerations in the robot arm aréeavimdirectly with
(12).

Let n be the number of discrete time steps for a given planninglenobThe
initial conditions are the rotary table an@l@ and the rotary table angular veloc-
ity w'”. The planner will compute the anglés’ through#'?”, which are obtained
by integrating the angular velocitieéqo) to wg"l) or by performing a double in-
tegration of the angular acceleraticrrﬂ,g to agf’l).

During the discrete momentsandk+ 1, which correspond to continuous time
moments;, andt,,; = t, + At, the table rotates using the constant acceleration

a¥. Therefore,

wgﬁﬂ) = w}(f) + a%ﬁ) At (14)
) (At)?

O = 6% + 0l At +aly (15)

The penalty due to rotary table motion (high speeds or higklacations) can be
expressed as:

nl N 2 . . 2
Cuw=_ (k () + ko () +aff A1) > (16)
=0
wherek, andk,, are scalar weights for the angular acceleration and spetgk of
rotary table.
The cost due to partial fulfillment of static constraints ralbed by the config-
uration map can be defined as:

Coto = Y _ (1 — fr (Qz’, Té“)) (17)

=1
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If the robot at step can position the laser probe at the positﬁé’i‘l), but it

cannot reacﬁf) by rotating the table in the timAt while obeying the maximum
acceleration and speed, the scanning process has to wiithentotary table
comes into an acceptable position, so that the robot is abmabhff).
Therefore, a delay in the scanning process is introducetlit avill be named

d". The delay depends on the amount of the rotation neededhandaximum
speed and acceleration limits. If the table rotation is s@bugh, no delay is
introduced from time steps— 1 to i, and therefored” = 0. By summing the
delays for every time step and weighting them with the scdalathe delay cost
for a given path is:

Cdelay = kd Z d(Z) (18)

=1
The total cost function of a given path will be:

Cpath <91(1{1n)7 wgmn_l), ag...n_l)a d(1”)> = Caw + Cdelay + Cadv (19)

4. Algorithms

Any planning algorithm presented here will start from ami@hicondition vec-
tor of the rotating system, which contains the rotary tah@laﬁg) and the rotary
table angular velocitngf). The destination is not fixed, the planned path has only
to reach the last column in the configuration map, at anyyaagle and angular
velocity, 95;” andwgf) . After the map is traversed, the scanning trajectory is com-
pleted and the rotary table may either decelerate and stqgepare for another
scanning trajectory.

Related work in planning algorithms focus on two or more disiemns in the
configuration space (Latombe et al. , 1999), (M. Sharir , 20@uccessful so-
lutions include roadmap-based planners, which use a gtagthrépresents the
connectivity of the free configuration space, and poteriigddl methods (Y. K.
Hwang, N. Ahuja , 1992), which represent forbidden areasepslsive forces
and goals as attractive forces, allowing the planning mmoblo be solved using
gradient-based optimization method. Recent approaces arsgig algorithms
(Kazem et al. , 2008), probabilistic methods and random §agnpchemes (J.
Barraquand et al. , 1997).

The planning problem presented in this article is similaatemooth path
finding problem for a point moving in a 2D space; however, gmsd dimension
represents the time, since the duration of the motion andpbed profile for the

12



laser sensor with respect to the workpiece are known a ptiwiefore, state-of-
art algorithms for 2D problems cannot be applied directly.

The planning problem has speed and acceleration constraimd therefore it
can be considered nonholonomic (Tanner et al. , 2000). Ailplessolution is
to expand the configuration space with a third dimensionesgnting the rota-
tional speed of the table; in this way, the problem can beesbbptimally using a
Dijkstra-like algorithm (Cormen et al. , 2000).

4.1. Rotate when out of range

This algorithm, given in pseudocode as Algorithm 1, is thepdest strategy
for rotating the table. Whenever the trajectory hits an aldstan the binary con-
figuration map, the algorithm finds the minimum amount of tiotathat gets out
of the forbidden map area. However, this will introduce hagitays in the scan-
ning process, but this strategy can be used as a fall-backanexn. This is
possible due to the nature of the current application, weeamning (and robot
movement) can be paused, while only rotating the table theilystem reaches
an allowed configuration.

Algorithm 1: Rotate when out of range

o—06
for j=1to ndo
if fr (e, TL(-f)) then
for @ = 0 to 180 step A6 do
if fr (e +o, TL(j)> then
0—0+0¢
break

if fi (0 ¢, 7,”)) then
gr:al‘z*“’ Figure 8: Sample solution for Algorithm 1. The
planned path touches the edges of the obstacles.

Rotary table angle

20 40 60 80 100 120 140 160 180 200
Discrete time (steps)

oy —o

In this and all subsequent examples, the time step usktl4s 0.1, therefore
the test motion, which has 200 discrete steps, takes 20dgtooomplete, unless
otherwise stated.

4.2. Local maxima search

This algorithm attempts to use the graylevel configurati@pras gotential
field, and at every time step, i.e. on every column on the map, #teetable
towards a local maxima of the current column. The speed efisig, and also

13



the change in speed, are weighted according to the perfeemaiteria specified
previously, in order to ensure a smooth motion.

This approach works better than the first method; howevés, sensitive to
local maximas in the graylevel map, which in many cases mag te deadlock
situations.
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Figure 9: Results of local maxima search algorithm

The guide path cannot be followed exactly due to possiblgst@mners (Fig. 9 a),
which require high instantaneous acceleration rates. Aogimed path (Fig. 9 b,c,d)
can be followed easier, but it still requires accelerationgh higher than needed.
Accelerations could be lowered by a stronger smoothing, fiht with the risk of
the smoothed path touching the forbidden areas on the map.

4.3. A Dijkstra-like algorithm

The Dijkstra algorithm finds the minimal cost path throughrapiy with pos-
itive weights (or costs) on its edges, from a given node tthallother nodes that
can be reached from it Cormen et al. (2000). Given the disanetdelling of the
planning problem, it can be formulated in terms of graph tieo

In order to put constraints on the speeds and acceleraadh#&d dimension
has to be added to the configuration space: the angular tieldbtie graph nodes
form a finite 3D matrix, as they map to a continuous 3D spacgnpaon the first
dimension the rotary table angle on the second dimension the continuous time
t , and on the third dimension, the angular velocity A discrete representation
(4, j, k) maps to an unique continuous configurati®n ¢;, wy) . The reverse

14



transform, from continuous to discrete, assigns a singlerdie nodéi, j, k) to a
continuous interval:

ei—% <0< 6,+4L i
ti—5 <t< t;+5 | =17 (20)
wk—% <w< wk+% k

The method for obtaining a Dijkstra-like algorithm for a tiomous problem
is presented in S. M. LaValle et al. (2006).
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Figure 10: Examples for Dijkstra algorithm:
(a) Path computed for a binary configuration map
(b) Path computed for a grayscale configuration map
(c) Angular speed for the grayscale patteg/s]
(d) Angular acceleration for the grayscale pafleg /s?]

From the nod€d;, ¢;, wy), is it possible to advance using the acceleration

and reach the node correspondind@p+ wy At + a(AQt)Q, tj + At, wi + alt).
This is an edge in the graph having the 00%t,, = k. a” .

The costs put on velocities are modelled as node costs. Eatg corre-
sponding ta(6;, t;, wy) has a velocity cost equal 9, (wy)*.

Also, every node has a cost corresponding to equation (Ivxhws equal to

1 — fr(6;, T . Therefore, the cost of a node is:

Cnode = kw(wk)z + 1- fR <927 T[(,])> (21)
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The costs on nodes on a graph can be transferred on the ingeages, therefore
the edge cost becoming:

Cedge = ka a2 + kw(wk)2 + 1— fR (617 T£])> (22)

If a delay has to be introduced, the edge cost increases withngponent
corresponding t@.;,, from equation (18). This allows edges to travef$g, in
order to ensure that a solution is found eve@'jf.. is not conex; however, these
edges should have a much higher cost, so that this solutiselésted as a last
resort.

By summing the edge costs for an entire path, the cost fun@i@gual to
Cpatr, from equation (19).

Because of this mode of cost assignment, the Dijkstra alganitill minimize
Chatn, finding the optimal solution for the discretized problem.

An example of running the Dijkstra algorithm over a binarpfiguration map
is given in Fig. 10. This is the smoothest possible solutantiie rotary table
(with respect ta”,,,), but the path touches the obstacles, and therefore the robo
arm will reach its joint limits, which is not desirable.

Running the same algorithm on the graylevel configuration gregs the re-
sult from Fig. 10 (b), where the planned path does not toueletiges of the ob-
stacles, the motion is smooth and the acceleration rateswk lower than those
in Fig. 9, obtained with the Local Maxima heuristic algonthAs the discretiza-
tion steps become smaller, the solution found by the Digkalgorithm converges
to the optimal solution for the continuous problem.

The graph used in this algorithm can grow very large, aszaesgiows with the
third power of the number of discretization steps of the 3Dfiguration space.
If the space uses 100 steps on every dimension, the graph0@&0d00 nodes,
which is too much for a real time solution. However, the Diijesalgorithm offers
a reference trajectory, to which the solutions found by tieioalgorithms can be
compared.

4.4. "Ray Shooting” heursitic algorithm

This algoritm attempts to provide a solution close to the ob&ined with
Dijkstra’s algorithm, while being suitable for a real-tinmeplementation, which is
required because the adaptive path generator may changestieing trajectories
or add new ones while the geometry of the scanned part is laemgred.

At every time stepk, the algorithm looks aheagd future time steps, that is,
from k& + 1 throughk + p . Over this range, it tries to perform a motion with
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constant angular acceleration, to ensure the smoothneiss pfanned path. The
algorithm uses a finite set of acceleration values j = 1,n,, and for every
acceleratioru;, a possible path is evaluated, starting from the curremé stad
spanning on the following time steps. From the set of paths, the path having
minimal cost value is chosen. This path corresponds to aglexation equal to
a; pest, and the motion from time stefpthrough time steg + 1 will be performed
using this acceleration. The planning algorithm advancdked next step and re-
computes the paths, therefore at every time step it makesisiate This means
that at every time step there is a finite number of computattbat have to be
done, which make possible running the algorithm in real time

Computing the path using a given acceleration is done by agpbguations
(14) and (15) over the desired range, and evaluating thei€osine using (19).
The path computation stops if an obstacle is reached, andtgeaoaltyC,,.,, is
added to the path, in order to favor the rays that did not hjitadostacle.

Algorithm 2: "Ray Shooting” heuristic

0o
O 0)59 Function C = evalpath(0y, 0o, @, Jjini, Jjfin)
for j=1to n—1do 90— 0,
fori=1to n, do . ® — o
C; — evalpath(6, o, 4;, j+1, Ce0
min(j +p, n))
] i ; for j = ji,i to jg, do
i« argmin(C;) e
A : 0 0+wArta )
G,wWHGJrO)AtwLa% e (6. 70 th 2
j i , I )
iffR (enmvv Téj)) then ! fR( oL ) en )
0 0+alr ‘ C<—C+kaa2+kmw2—fR(9, TL")
05 — Byew else
(Ogej) — O C— C+Cpen
else B return
| fall back using Algorithm 1

An example of running the Ray Shooting heuristic over thestesbnfigura-
tion map is given in Fig. 11. The figures show the path chosdihthe current
step, and the rays which determine the choice for the negt $tethis example,
the rays analyze the configuration map within 70 discrete steps ahead.

In the first graph, Fig. 11a, the rays can "see” a solution faiding the
obstacles by turning the table clockwise, i.63; decreasing, thus avoiding both
obstacles on their "left” side. In the second graph, the beeggn to see an alternate
solution, which would avoid the second obstacle on its 'tigide, by changing
the direction of the rotation of the table. Since the acesien needed to change
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Figure 11: Ray Shooting example:
(a) The rays found a solution by avoiding both obstacles endft side
(b) One of the rays avoids the second obstacle on the rigat sid
(c) The algorithm decides to avoid the second obstacle orighe
(d) The algorithm has almost finished.
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Figure 12: Speed and acceleration obtained by Ray Shodtjngthm

the rotation is smaller than the acceleration needed taldheisecond obstacle on
the left, the planner chooses to reverse the rotation @reatsulting the solution
from Fig. 11c.

The planned solution is shown in the last graph. The rotdetaajectory is
smooth and far from the forbidden regions, therefore thetrabm is not driven
close to its joint limits. This solution satisfies the desigquirements, has a shape
similar to the one computed by Dijkstra algorithm, and it bercomputed in real
time.

The solution obtained by this algorithm is much smoothen tih& local max-
ima path, and is closer to the path computed by the Dijkstyarahm. The ac-
celeration rate for the two paths is comparable, as it canbiserged by com-
paring Fig. 12 with Fig. 10. The planned path exhibits somalkspeaks in the
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Figure 13: Another example of Ray Shooting algorithm. Ttenpkd path wraps around (i.e. the
table performs more than one complete rotation)

acceleration, whose effects are minor and can be removédagitnoothing post-
processing routine.

In Fig. 13, another example of a path planned with the Ray Sfmpatgorithm
is presented. The path starts frerfi8 ° and ends ai37 °, or —83 ° when wrapped
around, the total amount of rotation beiéigp °.

5. Conclusions

This article presented the problem of solving a redundddOF inverse kine-
matics problem, which usually has an infinite number of soh#. The motion
planning problem has two constraints, the speed and théeaatien of the rotary
table, which are used in order to achieve a smooth table maioce there is no
rigid mechanical fixture between the table and the scanned pa

The problem was modelled in order to find the minimal cost ghtough
a configuration space. The Dijkstra algorithm gave the ogitisolution to the
problem, however it was too slow for a real time implemenptati A heuristic
algorithm was proposed, which is able to compute a smooth ipateal time,
while respecting the imposed restrictions.

The heuristic algorithm is implemented as a module for tilsedacanning
software, and it runs on the PC which serves the 3D recorngtrnusystem by
performing the real-time planning of the rotary table anddseg the planned
result to the robot and rotary table controllers.

The proposed algorithm can be used in any other applicatidnmsh involve
a robot moving on a 3D continuous path along a workpiece,emMpdrforming
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a technological operation, i. e. welding, edge polishingl there is a redundant
degree of freedom whose motion has to be planned in ordehtevacvarious con-

straints, such as collision and singularity avoidance Jevmaintaining a smooth

trajectory.
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