Heuristic Solution for Constrained 7-DOF Motion
Planning in 3D Scanning Application

Theodor Borangiyy Alexandru Dumitrache Anamaria Dogdr

a Centre for Research and Training in Industrial Control
Robotics and Materials Engineering
University Politehnica of Bucharest, RO

Abstract

The laser scanning system presented here consists of amealnge triangula-
tion based laser probe mounted on a 6-DOF articulated mbotn, having the
workpiece attached to a rotary table, which represent'théegree of freedom.
This article focuses on planning the motions of the rotajetand the robotic arm
in order to follow a desired sequence of scanning toolpathg;h are defined in
the scanned workpiece’s reference frame.

Key words: motion planning, inverse kinematics, 7-DOF manipulator,
3D laser scanning
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1. Introduction

This work is part of a project whose goal is to develop a 3Drlasanner sys-
tem by using a 6-DOF vertical articulated robot arm to mov@sagulation-based
laser probe around the object of interest, which is placesrotary table. The ma-
nipulator has a spherical working envelope with a radiusséf & im and the laser
probe is able to measure distances from 70 to 250 millimetitsan accuracy of
30 pm. An overview of the scanning system is illustrated in Fig.The robotic
arm will move around the workpiece being analyzed using aderpgenerated
adaptive scanning paths, which are computed in real-timkewte scanning sys-
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tem is discovering the features of the object. The resuBidgnodel will be used
for reproduction of the scanned parts on a 4-axis CNC milliaghme.

Hardware diagram

4

4-Axis CNC N
Milling Machine ‘Laser probe
i 6-DOF Vertical i Scanned workpiece

Robot Arm
L : )
;@PC 2l |
P Raotary table
a W 5
7
? 3f \
Robat Controller Rotary table controller
! ° )

1) PC — CNC communication (RS232)
2) PC —robot controller communication (TCP/AP)
3) Electrical connection between robot arm and robot controller
4) PC — Laser probe communication (USB)
5) Trigger signal from the laser probe (RS485 Digital 1/0)
6) Robot controller — Rotary table controller communication (Digital 1/0 and RS232)
7) Electrical connection between rotary table controller and rotary table
mechanical subsystem (DC motor and optical encoder)

Figure 1: Main components of the scanning system

2. Problem description

The scanning trajectories are defined as motions in a refelfeame attached
to the workpiece. Some examples of scanning trajectoriegi®en in Fig. 2a-
d. The trajectories are discretized, i.e. described by i@sef closely spaced
locations (which include position and orientation), and path between these
locations is approximated with linear interpolation. Thsition change between
two discrete steps is executed as a straight line motionthieasrientation change,
the rotation matrix between two discrete steps is repregantaxis-angle format,
and the linear interpolation is performed on the rotatiogl@rkeeping the rotation
axis fixed.



The scanning trajectories are generated as sequencesiohsalescribed by
positions and orientations of the laser probe with respetii¢ workpiece. Since
the robot arm has 6 degrees of freedom, this appears to beieuiffin order to
achieve any desired position and orientation. The reasamsfag the rotary table
is that the robotic arm alone is not able to look at the pieoenfthe front side
and then from the back side, especially for large workpieEes the trajectories
in Fig. 2 (a) and (b), it is clear that the workpiece has to lateal on the table in
order to complete the motion. For the trajectories in Fig) 20d (d), if the object
is small enough, it will be possible to perform the zig-zathpaithout rotating
the table, but for larger objects, an out-of-range condifar the robot arm will
occur, and that can be avoided by rotating the table.

A straightforward solution is to incorporate the rotaryléaimotion in the scan-
ning trajectory. This solution may be good for simple scagrmpatterns like those
presented in Fig. 2, where the solution for the rotary tabtgion is obvious.
However, as one of the aims of this work is to develop autothatiaptive scan-
ning procedures, by discovering the workpiece’s concag®ns which are hard
to reach (Impoco et al., 2005), the resulting trajectoridslve more complex.
Also, the generation of adaptive scanning trajectoriegisn easy task, so it was
decided to make the task of rotary table movement complatgiymated.
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Figure 2: Examples of scanning patterns: (a) spherical;cytipdrical; (c) zig-zag; (d) zig-
zag with tilted probe

The aim of this paper is to present an algorithm that detess@utomatically a
suitable trajectory for the rotary table, when a scannirig peound the workpiece
is known. Input data for this problem consists of the scagpiaths, which are a
series of locations (positions and orientations), in thekp@ces reference frame.
The scanning system has to move continuously and synchsbnibie rotary table
and the robot arm, such as the laser probe reaches the progdilocations and
take measurements without stopping the system motion.u®d#ta is a sequence
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of joint values of the robotic arm and the angle of the rotatyl¢, which give
the desired location of the laser probe with respect to thekpiece. In other
words, the problem presented here is the inverse kinem@Kgsfor a 7-DOF
kinematic chain. In addition, the computed solution hasatiisg/ the following
requirements:

e minimize the accelerations and limit the speed of the ratiainle;

e avoid collisions with any obstacles which may be within thenipulators
range, or between the manipulator and the rotary table;

¢ flexible reach of the robotic arm and avoiding the proximitysmgular
configurations

3. Problem modelling and formalization

3.1. Kinematics model

From a kinematics point of view, the 6-DOF robot arm and thargotable are
modelled using the Denavit-Hartenberg convention (Spdmad ,€2002), as shown
in 3(a) and 3(b). The rotary table may be considered fixed haddbotic arm
rotating around the workpiece, hence the effect of ttiedegree of freedom is
applied before the other 6 links in the kinematic chain. Tasifon of the rotary
table relative to robot is modelled therefore as a link Ojrdk R, wherefy is the
rotary angle variable.

The location of the laser probe with respect to the workpiscecified as
a homogeneous transformation matrix (HTM), which contamfgrmation about
the cartesian position and the orientation. The oriematiay be specified in
yaw-pitch-roll angles or axis-angle formats, but it shdmédconverted to the HTM
format. The scanning trajectory is specified as a series dfi$] Bach matriﬂf”
corresponding to a discrete time step

The location of the laser probe with respect to the manipulaase isrj(f),
which is the product between the direct kinematics solutmrthe 6-DOF arm,
and the tool transforn’;, which specifies the location of the laser probe with
respect to the the robot arm flange, and is computed usingbaatadn procedure.

T3y = Torc (0. 00) - T (1)

The location of the rotary table with respect to the roboeha@ék) 9%’“)), which
is a translation which shows the position of the table wigpeet to manipulator,
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Link | q; [mm]| d; [mm] | o; [deg] | 6; [deg]
Robot Arm Rot | —500 | —200 0 | —on
1 75 335 -90 6,
2 270 0 0 0
, 3 -90 0 90 05
- Laser Probe
= 4 0 295 -90 0,
R 5 0 0 90 05
N 6 0 80 0 06
EE% Ys  Rotary Table
(a) Reference frame assignment (b) Denavit-Hartenberg parameters

Figure 3: Kinematics model of the scanning system

followed rotation around 7
Tz(%k) <9§§)> =T (—ap,0,—dy) - Rz <9g€)> (2)

The inverse kinematics for the 6-DOF manipulator is solvwed$controller unit,
and will be namedKg:

o = 1K (757 ) @3)
Remark 1 The probleniKg is said to have a solution when there is a set of angles
6\ ... 6% which satisfy the equation:

Thi = Tox (99)6) 4)
andthe angles are within the allowed range for the manipuldttihe mathemat-

ical condition can be satisfied, but the joint values are éth® allowed ranges,
it will be considered thaltk has no solution.



3.2. Problem decomposition
The inverse kinematics of this 7-DOF chain can be solved mdteps:

1. Choose a suitable angle for the rotary table;

2. Solve the inverse kinematics for the 6-DOF manipulatalthe angle cho-
sen at step 1.

Supposing that at time stép the laser probe has to be placed in the workpiece
reference frame at the Iocatid?f“) , and the anglé%“) was chosen, the position
of the laser probe with respect to robot should be:

0 (o) =10 (o) 780 o

SincelKg usually has a finite number of solutions, and when a robot gordtion
(LEFTY / RIGHTY, ABOVE / BELOW or FLIP / NOFLIP) is selected, a upie
solution can be chosen, and the planning problem would wedol

0% = 1K (1747 (68) - (2n)™") (6)

Therefore, the 7-DOF planning problem is reduced to therphanof a single
joint value, the rotary table ang@“) , for all time steps: = 1, n.

The rotary angle has to be choosen such as there exists abteasolution
for the second step. Therefore, a very simple solution casttebged. The rotary
angle can be modified, with fixed increments, e.g. 1 degrdé# th@IKs problem
has a solution. This implies that every time the robot armusad range and

cannot reacl‘i}(vlj) (9%”) , it has to wait until the table rotates to an appropriate

value of&%“) , for which IK¢ has a solution. Using this trivial solution as a fall-
back method guarantees the resolution-completeness (SaVlle et al., 2006)
of the planning solution.

3.3. The configuration map

The configuration space for this problem can be representéd discrete
form as a two dimensional image, or map, where 3haxis corresponds to the
discrete timek = 1,7, and theY” axis corresponds to the rotary anglgranging
from —180° to 180 ° in n+ 1 equally spaced discrete steps. Since the rotary table
can rotate continuously, without any limit on the number omplete rotations,
the configuration map is periodic on theaxis.



The mapping from the continuous rotary table angjleto the discrete line
index: in the mapMp is:

(0+180°) -n
2 — yro/=; "
c2d(#) = round ( 360° mod n

(i—1)-360°

d2c(i) = .

—180° (7)
The pixel value at locatiofy, j) in the map)/ corresponds therefore to time step
j and to rotary anglég), and it has the following meaning:

(8)

My (i, ) = {0 (black): IKg has no solutions fof'Y) ands* = d2c(i)
B\hJ 1 (white): IK4 has solution for the above inputs.

This image will be called thbinary configuration mapand an example is shown
in Fig. 4. It will be shown later how the configuration map canused to impose
additional constraints on the planned scanning path.

The white (allowed) regions on the map will be nanded.. , while the black
(forbidden) regions will be denoted &%,,. When considering the continuous
representation of the configuration space,.. is an open set, whil€’,, is closed
(S. M. LaValle et al., 2006).

Given the mechanism geometry and limits, which are constatitdetermine
whetherlK4 has a solution or not, the configuration map depends only ®sé¢h
of desired scanning patﬁ%‘Lj) .

Having defined the configuration map, the planning algoritras to find a
way throughobstaclegnot necessary physical obstacles, but forbidden areas on
the map), from the starting rotary table angle, in the firétiicm, to any position
in the last column. The evolution of the path through the gurfition map is the
evolution of the rotary table anglg, so that the obstacles on the map are avoided.
Since the rotary table rotates continuously, there is na feethe robot arm to
wait, thus minimizing the scanning time.

3.4. The graylevel configuration map

As illustrated in S. M. LaValle et al. (2006), a shortest psttution through
the configuration space is likely to touch the obstacleschviis not desirable.
When the robot is close to the limits 6§, the robot is either close to the limits
of its joints, or to the limits of its working envelope, or sl®to a singular point.

In order to obtain a planning algorithm that does not tou¢he®bstacles, but
maintains a sufficient distance, one has either to add betdér,,;, or modify the
interpretation of the map values @y,.. to indicate the proximity of an obstacle.
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The values of the map if¥,,; remain zero, which means that these are forbid-
den states. The values @,.. will be in the (0, 1] interval, showing that any of
these states are allowed, but also indicating how desiralbite state. Therefore,
states having higher values are more desirable than stat@sghvalues close to
0.

Considering the joint limits of the robot for a given lingk it is possible to
use a function which is equal to zero at the joint Iimi?;“i(‘ < ¢; < 07), and
reaches its maximum value at the middle of the interval.

£5(6;) (‘(%_@m )fﬁ ©)
- - ) = S1n —_— T
Y 05 — 0;

A function showing the value of a given robot configuration ba constructed by
multiplying the individual joint functions:

h@@zﬂﬁ@) (10)

By adjusting the values of the exponenisit is possible to control the shape of
the functions (Fig. 5b).

Thegrayscale configuration mapill be represented as a 2D grayscale image,
with real values between 0 and 1, like the example in Fig. &ainlg the following
meaning:

0 (black): IK¢ has no solutions foTéj) andf* = d2c(i)

. 11
fr(01.6): IKg has one solutiord; g (11)

Maios) = {
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Figure 4: An example of binary configuration map
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Figure 5: An example of grayscale configuration map: (a)rPl&w; (b) The value function for
an individual joint; (c) Cylindrical view
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Figure 6: Robot arm and laser looking at a workpiece from amgposel, (eq. 12):
(a) Robot is near a "too close” condition (table rotated-ab °)

(b) Robot is near a "too far” condition (table rotated-i5 °)

(c) Robot is not close to its limits (table rotated-a30 °)

(d) Value functionfr (6, Tr,) for § = [-180°, 180°] andT}, from (12)



As the angle is represented on thHeaxis, and the table is able to make an
unlimited number of rotations, the path can wrap around @etkis, and the map
can also have a cylindrical representation, like in Fig. 5b.

When searching a path on thié; map, an algorithm has to take into account
both the differential constraints (speed and accelersiand the value function
M (i, j) , which will allow finding a smooth path for the rotary tablehiah will
not touch the configuration space obstacles.

In Fig. 6, the interpretation of a single column from the cguafation map is
detailed. The robot was requested to look at the center afithkepiece, at height
h = 50 mm, usingyaw = 0°, pitch = 100° androll = 90°, from a distance of
250 mm. The transformatiof’;, relative to the workpiece is:

Ty, = T(0,0,50)Ry (100°)R2(90°)7 (0,0, —250) (12)

This transformation can be achieved using different valaethe rotary table
angle, as shown in the images (a)...(c) and on the graph (. angles on the
graph for which the functiorfy is equal to O correspond to out of range configu-
rations for the robot. In Fig. 6d, the reader may observe tméigurations from
(a), (b) and (c) marked on the graph. The first two configunatimave a low value
of fr , which means they are near an out of range configuration andéisirable
to be avoided. The configuration from (c) is near a local maxahthe function
fr » which means that it is much more desirable, as it is far froenjoint limits.
Moreover, the robot arm stands in a natural (or relaxed} monfiguration.

3.5. Computing the configuration maps

In order to compute the value of a point on the m¥p (i, j) or Mq(i, ),
one needs to know whether the desired transformdffé’fman be reached by the
robot arm, and for the grayscale map, one also needs to kre\oitht values
of the robot arm, in order to compute the valuesfgfin Cy,.. . Therefore, the
computer that runs the planning algorithm needs to knowriherse kinematics
(IK) function for the 6-DOF manipulator.

One solution is to use the inverse kinematics routines fremabot controller.
However, as the amount of IK calls would be very large, thlstsan is not prac-
tical. A better alternative will be to run the planner on a P@ich has much more
processing power than the robot controller. A straightBmdvsolution is to use
a generic IK procedure, such as the one provided by Peter 8dRkéotic Tool-
box (Corke, 1996). This approach has been implemented amdi flaube slow,
as the procedure from the toolbox uses an iterative methedygeudoinverse of
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jacobian. The solution is to use a closed form IK (CIKS) for 6:®OF robot
arm.

The equations of the closed forls(7px) , which were derived using the
kinematic decoupling method for manipulators with spradrierist, presented
in Borangiu et al. (2002), are given below. The values of theupaters were
given in Fig. 3(b). The robot configuration has a LEFT arm, ABO®bow and
NOFLIP wrist (see Borangiu et al. (2002) and Adept (2007 )¢refore a single
solution is computed.

The first 3 joints give the position of the wrist, given by the cartesian vector
[Pra, Poy, Psal:

Tp =T(0,0,—dg) (13)
P="Tpk-Tp (14)
Pwe = P14; Pwy = Poa; Puwz = Ps4; (15)
81 = atanz(pwya pwm) (16)
Ly = ag; Ly = +/(a3)? + (dy)? (17)
2 2
L3 = (\/ pwx2 + pwy2 - al) + (pwz - dl) (18)
L L L-
I 22 + L3 (19)
2 — L — L — L
y_ 2V/p(e — L) (p — Lo)(p — Ls) (20)
Ls
a1 = atan2 (pwz - d17 V pwm2 + pwy2 - al) (21)
h
= in— 22
ay = arcsin— (22)
Oy = —(01 + ) (23)
L12 + L22 + L32

05 = atan2(—as, dy) — arccos +270° (24)

2L Ly

The remaining 3 joints give the orientation of the wrist. L&} be the rotation
matrix from the robot base to th#" link, R the rotation from base to th&”
link, and R} the rotation of the spherical wrist:

Ry =Rz(6h) - Rx(=90°) - Rz(6 + 03) - Rx(90°) (25)
Rg = Pi.31.3 (26)
Ri= ()" R 0
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SinceRS = Rz(04) Ry (05) Rz(6s) from the spherical wrist geometr§; ¢ are
ZY Z Euler angles:

0, = atan2 ((RY), ;. (RY),,) (28)
05 = atan2 (\/((Rg)&l)Q + ((R2)3,2>27 (Rg)3,3> (29)
05 = atan2 ((R3),,. — (RY),,) (30)

The special cases whép = 0 andf; = 180° are handled by choosiry = 0.
The equations (13) through (30) are not very simple, as theglve a lot of
trigonometric function calls, but their biggest advantager a generic iterative
method is that they can be evaluated(iil) complexity. A C# .NET imple-
mentation of the above equations is able to compute abouf@60K solutions
per second on a Pentium 4-M processor running at 2 GHz, wkichore than
sufficient for the planning task.

In order to test whether the robot is able to move the lasdvgmo the pose
with respect to the workpiece, one will use the function dimge” which will be
defined below.

By combining equations (5) and (6), one can obtain the tramsfbon T
required bylKg :

0.6 = IKg (Tr (0r) - Tr, - (Trr) ") (31)

The functioninrangewill be defined as:

0, if eqg. (31) has no solution or it is out of range

1, otherwise (32)

inrange(d, Tp) = {
In other words, the functiomrangeis the continuous counterpart of the binary
configuration mapV/z. The function will be called to compute the discrete map
imageM . The function which defines the grayscale map is:

(0, Ty) = 0, if eq. (31) has no solution or it is out of range
BT fr (Ko (Tr(0R) - T - (Trp)™')) otherwise

As a remark, the configuration maps MB and MG will not be coregutor
every pixel in the actual algorithm implementation. The mape described
and generated in order to illustrate the concept, and apgagisd on the screen
for debugging purposes. The planning algorithm will usediy the functions
inrange(0, Tr) or fr(0, Tr) , and may cache the computed values in a matrix if
it is going to reference them many times, for an increase @éegp

(33)
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3.6. Specifying additional constraints using the configoramap

The configuration map can be used to specify additional caings on the
robot movement, for example, physical obstacle avoidanhere can be defined
cartesian obstacles of an arbitrary shape (square, cylispleere) having known
dimensions, and multiply the functiofy with a new component, which is zero
if the robot hits the obstacle, 1 if the robot is far from thestalzle, and has inter-
mediate values if the robot is in the proximity to the obstablut not touching it.
This function can be computed by a collision avoidance naytnd its results are
integrated with the planner by using the above mentionectiom. The same pro-
cedure can be used for avoiding singular configurationserrdibot arm. These
situations can be avoided by using a function that is closkrtear a singularity,
and 1 otherwise. There may be locations which can be reathiatht or without
a singular configuration of the robot arm; in this case, bsedhbe configuration
value function has a very low value, the planner will avoidnd choose a non-
singular solution. There may also be a situation where thgusar configuration
cannot be avoided, for example, when the laser probe looks da the table and
their Z axes are aligned. In this case, all the solutions are singolaigurations
and cannot be avoided. For this reason, the function whigghigethe singulari-
ties is not reccommended to be zero, and further care isresjuihen generating
the motion instructions for the robot. As a final remark, tbheastraints that can
be specified using the configuration map stagic, i. e. they are not related to the
speeds or accelerations of the system; they only restrecin$tantaneous posi-
tions of the robot.

3.7. Performance criteria

This section defines a cost function for evaluating a pathpeged by a plan-
ning algorithm, in order to formalize the requirements preged in Section 2.
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The effects of a suboptimal path may be one of:
e Delays in the scanning process
e High accelerations and speeds for the rotary table

There are maximum limits on the absolute values of the rdtdrle angular speed
and accelerationy,,., anda,.. . If a planned path exceeds these limits, the robot
arm has to stop and wait for the table to rotate in a corredtipnswhile the table
is moving at its maximum speed or acceleration. This is thestv@ase possible,
mainly because, due to a poor planned path, the scanningggadelayed. If the
planned path does not exceed the speed and acceleratits) ling rotary table
motion is smooth and no delays occur in the scanning process.

Therefore, the main objective of the planning algorithmespnted here is
finding a path that avoids the obstacles on the configurateym, @nd respects the
speed and acceleration limits.

An essential feature of the planning algorithm will be itdigbto run in real
time, while the scanning process takes place. Therefaeeptimality of the path
computed is less important, and for this reason, this papkioaus on faster, but
suboptimal, heuristic algorithms.

Letn be the number of discrete time steps for a given planninglenobThe
initial conditions are the rotary table an@lg) and the rotary table angular veloc-
ity wR The planner will compute the anglé% throughe("), which are obtained
by integrating the angular veIomUeéf to wR ) or performing a double inte-

gration of the angular acceleratlomg to a(” b,

During the discrete momentsandk+1, WhICh correspond to continuous time
moments; andt, |, = ¢, + At , the table rotates using the constant acceleration
a%f). Therefore,

Wit = wl) +aly) At (34)
At)?
I I PN I C) 2> (35)

The penalty due to rotary table motion (high speeds or higklacations) can be
expressed as:

Co =) (k: (agg) ko () +aff At) > (36)
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The coefficientst, and k,, are scalar weights for the angular acceleration and
speed of the rotary table, and they may be used for tuninglgfoeitoms.
The cost due to advancing on the gray region of configuratiap ocan be

defined as: .
Coar = Y (1= fu (05, 1)) 37)

=1

If the robot at step can position the laser probe at the posiﬂbﬁﬁ’l), but it
cannot reac[TL(i) by rotating the table in the timaAt with respect to the maximum
acceleration and speed, the scanning process has to wiithentotary table
comes into an acceptable position, so that the robot is abmrﬂf).

Therefore, a delay in the scanning process is introducetlitavill be named
d®. The delay depends on the amount of the rotation neededhandaximum
speed and acceleration limits. By using a trapezoidal actee profile, the
delay can be computed. If the table rotation can be perforiméde time At,
no delay is introduced from time steps- 1 to i, and therefored”’ = 0. By
summing the delays for every time step and weighting thern thi¢ scalak,, the
total delay cost for a given path is:

Cdelay - kd Z d(l) (38)
=1
The total cost function of a given path will be:

Cpath <91(121n)7 wg)mn_l)a agmn_l)7 d(1”)> - Oaw + Odelay + szdv (39)

4. Algorithms

Any planning algorithm presented here will start from ati@icondition vec-
tor of the rotating system, which contains the rotary tab@laeg) and the rotary
table angular velocity;g)). The destination is not fixed, the planned path has only
to reach the last column in the configuration map, at anyyaagle and angular
velocity, 9;?;) andwf,;) . After the map is traversed, the scanning trajectory is com-
pleted and the rotary table may either decelerate and stqgepare for another
scanning trajectory.

Related work in planning algorithms focus on two or more disiens in the
configuration space (Latombe et al., 1999), (M. Sharir, 2008uccessful so-
lutions include roadmap-based planners, which use a gtaghrépresents the
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connectivity of the free configuration space, and poteriigddl methods (Y. K.
Hwang, N. Ahuja, 1992), which represent forbidden areasegslsive forces
and goals as attractive forces, allowing the planning gmobio be solved using
gradient-based optimization method. Recent approaces arsstig algorithms
(Kazem et al., 2008), probabilistic methods and random sagygchemes (J.
Barraquand et al., 1997).

The planning problem presented in this article is similaatemooth path
finding problem for a point moving in a 2D space; however, gmad dimension
represents the time, since the duration of the motion andpbed profile for the
laser sensor with respect to the workpiece are known a priberefore, the state-
of-art algorithms for 2D problems cannot be applied disgdince obviously the
system cannot turn back in time, but at every time step it ack®s on the map
with one increment.

The planning problem has speed and acceleration constraindl therefore
it can be considered nonholonomic Tanner et al. (2000). Aiptessolution is
to expand the configuration space with a third dimensionesgnting the rota-
tional speed of the table; in this way, the problem can beesbbptimally using a
Dijkstra-like algorithm S. M. LaValle et al. (2006) and Commet al. (2000).

4.1. Rotate when out of range

This algorithm, given in pseudocode below, is the simplategy for rotating
the table. Whenever the trajectory hits an obstacle on tharyiconfiguration
map, the algorithm finds the minimum amount of rotation thetisgout of the
forbidden map area.

By using this solution, the path computed will touch the fdd@n areas (Fig. 7),
which is not desirable, and every time the table has to then|aser scanner will
wait until the computed rotation angle is reached. This @agh does not obey the
prescribed timing characteristics of the scanning trajgcbut it allows the laser
sensor to reach all the programmed locations and extra8Dldata successfully.

In this and all subsequent examples, the time step usktl4s 0.1, therefore
the test motion, which has 200 discrete steps, takes 20dgtooomplete, unless
otherwise stated.

This is a trivial strategy which is actually used as the keltk mechanism.

4.2. Local maxima search

This algorithm attempts to use the graylevel configurati@pras a potential
field, and at every time step, i.e. on every column on the miger she table
towards a local maxima of the current column. The speed efistg, and also
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Algorithm 1: Rotate when out of range

0 — 0

for j=1to ndo
if inrange(6, TIE'/)) then
for ¢ =0 to 180 step A6 do
if inrange(6 + ¢, 7,'/)) then

8—0+¢ 20 40 60 80 100 120 140 160 180 200
break Discrete time (steps)

Rotary table angle

if inrange (6 — @, TLU)) then
0—06— . . .
break ¢ Figure 7: Sample solution for Algorithm 1. The planned
path touches the edges of the obstacles.

o

the change in speed, are weighted according to the perfaemaiteria specified

previously, in order to ensure a smooth motion.
This approach works better than the first method; howeves, sensitive to

local maximas in the graylevel map, which in many cases mag te deadlock
situations.

2 180
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Discrete time (steps) Discrete time (steps)
Figure 8: (@) Local maxima guide path (c) Angular speed (smpath)[ deg/s]
(b) Smoothed local maxima path (d) Angular accelerdtieg/s?]

The guide path cannot be followed exactly, because it isiples® have sharp
corners (see Fig. 8a) , which require high instantaneowd@etion rates. Instead,
the path is smoothed (Fig. 8b,c,d) so that it can be followadhmeasier.

The experiments show that the results are much better thdreifirst case,
as the planned path departs from the obstacles before tgutiem. For many
practical cases, the planned path is smooth and does nodlurcie any delay in
the scanning process. Since a local maxima can be found stay@ntime by
searching over a finite set of angle values, and the smoottangalso be done
with a finite number of computations at every step, this algor is able to per-
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form the planning in real time. The main disadvantage of ahg®rithm is that
the planned path may have high acceleration rates, songetimeh higher than
necessary. Also, while the local maxima guide is not toughie obstacles, there
is no guarantee that the smoothed path will have the sameyohould the
smoothed path reach a forbidden area on the map, Algorithnil previde a
fall-back mechanism.

4.3. A Dijkstra-like algorithm

The Dijkstra algorithm finds the minimal cost path throughrapip with pos-
itive weights (or costs) on its edges, from a given node tthallother nodes that
can be reached from it Cormen et al. (2000). Given the discnetgelling of the
planning problem, it can be formulated in terms of graph tieo

In order to be able to put constraints on the speeds and aatieies, a third
dimension has to be added to the configuration space, thdaaingocity. The
graph nodes form a finite 3D matrix, as they map to a contin@@uspace, hav-
ing on the first dimension the rotary table angleon the second dimension the
continuous time , and on the third dimension, the angular velocityA discrete
representatioffi, j, k) maps to an unique continuous configuratién ¢;, wx) .
The reverse transform, from continuous to discrete, assagingle discrete node
(1,7, k) to a closed interval of continuous values:

i_% <0< Ql—l—% 1
ti—5 <t< t;+5 | =|J (40)
wk—% <w< wp+ 2 k

wherei = 2d(6;), 0; = d2¢(i) (see Eq. 7), and similar mappings are used:for
andw.

The method for obtaining a Dijkstra-like algorithm for a tiomous problem
is presented in S. M. LaValle et al. (2006).

From the nod€d;, ¢;, wy), is it possible to advance using the acceleration

and reach the node correspondind®p+ wy, At + a(A,;)Q, t; + At, wi + aAt).
This is an edge in the graph having the c0gt,, = k. a?.

The costs put on velocities are modelled as costs into no@s®ry node
corresponding td;, ¢;, wy) has a velocity cost equal g, (wx)?*.

Also, every node has a cost corresponding to equation (3¥Wghws equal to

1 — fr(0;, Téj)) . Therefore, the cost of a node is:

Cnode = kw(wk)z + 1- fR <927 T[(,])> (41)
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Figure 9: Examples for Dijkstra algorithm:
(a) Path computed for a binary configuration map
(b) Path computed for a grayscale configuration map
(c) Angular speed for the grayscale patleg/s]
(d) Angular acceleration for the grayscale pafleg /s?]

The costs on nodes on a graph can be transferred on the ingeadges, therefore
the edge cost becoming:

Cogge = ko a2 + k(wi)? + 1 — fr (92-, TL(j)> (42)

If a delay has to be introduced, the edge cost increases wattimponent
corresponding t@’y.,, from equation (38). This allows edges to travefsg, in
order to ensure that a solution is found eve@'jf.. is not conex, but these edges
should have a much higher cost than the others, so that thisosois selected as

a last resort.
By summing the edge costs for an entire path, the cost fundi@gual to

Cparn, from equation (39).

Because of this mode of cost assignment, the Dijkstra algantill minimize
Cyatn » finding the optimal solution for the discretized problem.

An example of running the Dijkstra algorithm over a binarpfiguration map
is given in Fig. 9. This is the smoothest possible solutiaritie rotary table (with
respect taC,,), but the path touches the obstacles, and therefore thé aobo
will reach its joint limits, which is not desirable.

Running the same algorithm on the graylevel configuration giegs the re-
sult from Fig. 9b, where the planned path does not touch tgesdf the obsta-
cles, the motion is smooth and the acceleration rates aré tower than those in
Fig. 8, obtained with the Local Maxima heuristic algorithAs the discretization
steps become smaller, the solution found by the Dijkstrarélgn converges to
the optimal solution for the continuous problem.
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The graph used in this algorithm can grow very large, aszesgiows with the
third power of the number of discretization steps of the 3Dfiguration space.
If the space uses 100 steps on every dimension, the graph®@3%d00 nodes,
which is too much for a real time solution. However, the Dijasalgorithm offers
a reference trajectory, to which the solutions found by tiheioalgorithms can be
compared.

4.4. "Ray Shooting” heursitic algorithm

This algoritm attempts to provide a better solution than lteal maxima
heuristic, while retaining the possibility of real time ptang. This algorithm
does not have to find the optimal solution, but it has to compusmooth mo-
tion, comparable to the one obtained with the Dijkstra atgor in most practical
situations.

At every time stept, the algorithm looks aheaga future time steps, that is,
from k£ + 1 through% + p . Over this range, it tries to perform a motion with
constant angular acceleration, to ensure the smoothneiss pfanned path. The
algorithm uses a finite set of acceleration valugs j = 1,n,, and for every
acceleratioru; , a possible path is evaluated, starting from the curremé stad
spanning on the following time steps. From the set of paths, the path having
minimal cost value is chosen. This path corresponds to aglexetion equal to
a; pest, @and the motion from time stepthrough time stef + 1 will be performed
using this acceleration. The planning algorithm advancdked next step and re-
computes the paths, therefore at every time step it makesisiae This means
that at every time step there is a finite number of computattbat have to be
done, which make possible running the algorithm in real time

Computing the path using a given acceleration is done by agpBguations
(34) and (35) over the desired range, and evaluating thei€osine using (39).
The path computation stops if an obstacle is reached, andtgpeoaaltyC,.,, is
added to the path, in order to favor the rays that did not hjitadostacle.

The accelerations considered in this algorithm form setabfies, between
(g = Gmin ANday,., . The complete set has, elementgp > 1) :

A= [Q, +ag, £p ag, £p* ag, £p° ao, /] (43)

Vv
nq €lements

The number of operations performed by this algorithm carupghér limited by
using a pruning scheme: if a ray is not going to obtain a betist than the best
path obtained so far at the current step, the computatigs sto
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Algorithm 2: "Ray Shooting™ heuristic

Function C = evalpath (8, o, @, jini, Jfin)
(0)
0« 6p
(0) 0 — 90
O — Wp ® — oy
for j=1to n—1do C—20
fori=1to n,do

for j = jini to Jjgn d
| Ci— evalpath(6, ®, A;, j+ 1, min OF J = Jini 10 Jfin €O

O — 0+aAr i
i — argmin(C;) 9%9+0)At+a(A%
a«— A; - (/)
(Ar)? if inrange (6, Ty > then
Onew — O+ WA +a -

. 2 2 ()
if inrange ( 6,,¢,,, TL(‘/)> then ‘ C—Chhkaa+ko o™ —fr (6, 7 )

®—0+al else

eRJ) — em’w C— C+ C/W”
() return

Op’ — ® —

else
| fall back using Algorithm 1

An example of running the Ray Shooting heuristic over thestksbnfigura-
tion map is given in Fig. 10. The figures show the path chosgihthe current
step, and the rays which determine the choice for the nept $tethis example,
the rays analyze the configuration map within 70 discrete staps ahead.

In the first graph, Fig. 10a, the rays can "see” a solution f@iding the
obstacles by turning the table clockwise, i.63; decreasing, thus avoiding both
obstacles on their "left” side. In the second graph, the beegsn to see an alternate
solution, which would avoid the second obstacle on its 'tfigide, by changing
the direction of the rotation of the table. Since the acegien needed to change
the rotation is smaller than the acceleration needed taldkieisecond obstacle on
the left, the planner chooses to reverse the rotation drgatesulting the solution
from Fig. 10c.

In the last graph, one can view the planned solution, which ssnooth tra-
jectory for the rotary table, and does not touch the obstatiherefore the robot
arm is not driven close to its joint limits. This solutioniséies the design require-
ments, has a shape similar to the one computed by Dijkstaaitdg, and it can
be computed in real time.

The solution obtained by this algorithm is much smoothen tie local max-
ima path, and is closer to the path computed by the Dijksgarahm. The ac-
celeration rate for the two paths is comparable, as it canbiserged by com-
paring Fig. 11 with Fig. 9. The planned path exhibits somellspeaks in the
acceleration, whose effects are minor and can be removédagitnoothing post-
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Figure 10: Ray Shooting example:
(a) The rays found a solution by avoiding both obstacles endft side

(b) One of the rays avoids the second obstacle on the rigat sid
(c) The algorithm decides to avoid the second obstacle orighe
(d) The algorithm has almost finished.
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Figure 11: Speed and acceleration obtained by Ray Shodtjngthm
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Figure 12: Another example of Ray Shooting algorithm. Trenpkd path wraps around.
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processing routine. There is also a higher tendency of #engld path being in
the proximity of the obstacles, compared the Dijkstra sofut

In Fig. 12, another example of a path planned with the Ray Sfgpatgorithm
is presented. The path starts fré&®° and ends a637°, or 83 ° when wrapped
around, the total amount of rotation beiéigp °.

5. Conclusions

This article presented the problem of solving a redundddOF inverse kine-
matics problem, which usually has an infinite number of soh#. The motion
planning problem has two constraints, the speed and théeaatien of the rotary
table, which are used in order to achieve a smooth table maioce there is no
rigid mechanical fixture between the table and the scanned pa

The problem was modelled as finding the minimal cost pathutiinca con-
figuration space. The Dijkstra algorithm gave the optimalitson to the prob-
lem, however it was too slow in order to use it in a real time lenpentation.
A heuristic algorithm was proposed, and it is able to compugenooth path in
real time, while respecting the imposed restrictions. Tigerithm also has a fall-
back mechanism for difficult situations, which guaranteadifig a solution if one
exists.

The heuristic algorithm is implemented as a module for tlserdacanning
software, and it runs on the PC which deserves the 3D recmtistn system,
performing the real-time planning of the rotary table anddseg the planned
result to the robot and rotary table controllers.

The proposed algorithm can also be used in other applicgtmhich involve
a robot moving on a 3D continuous path along a workpieceppmiihg a techno-
logical operation, i. e. welding, edge polishing, and ther@redundant degree of
freedom whose motion has to be planned in order to achieveugaconstraints,
such as collision and singularity avoidance, while maitag a smooth trajectory.
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